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RED HAT - ASTORAGE VISIONARY

Strengths (Red Hat)

Red Hat Ceph Storage is a versatile product that is
increasingly being deployed as both a block and an
object storage system, with new object storage
capabilities such as multisite failover and close fidelity
to the S3 API.

Red Hat Gluster Storage is tightly integrated with both
Docker and Kubernetes, enabling data persistence and

protection for containerized workloads in either
hyperconverged or disaggregated form factors.

Both Red Hat Ceph and Gluster Storage are certified
across a broad spectrum of server hardware with
reference architectures available from leading server
OEMs such as HPE, Cisco and Supermicro.

Gartner
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CEPH STORAGE OVERVIEW

(;éj)

HOST/VM

CEPHFS

A distributed file system with POSIX
semantics & scale-out metadata

RGW

A web services gateway for object
storage, compatible with S3 and Swift

RBD
A reliable, fully distributed block device

with cloud platform integration

LIBRADOS
A library allowing apps to directly access RADOS (C, C++, Java, Python, Ruby

RADOS

A software-based reliable, autonomous, distributed object store comprised of
self-healing, self-managing, intelligent storage nodes and lightweight monitors

‘ rednat.



RED HAT CEPH STORAGE VERSIONS

RHCS 3.0 § - Upstream: Luminous RHCS 4.n 9 . Upstream: Nautilus
Nov 2017 | * Platform: RHEL7 3.n 2019 | * Platform: RHEL 7+
* EoL: 2020-11-30 T
Z Z Z Z Z Z

Reqular 6 week Z-stream updates

Q redhat.



SSD TRENDS AND IMPACTS

From Sage Weil “Future of Storage” presentation

e SSDs are getting faster Today
o NVMe has replaced SATA/SAS e Linux IO stack rewritten over last decade
o New devices incorporate DRAM e Red Hat Storage plays in SSD and HDD worlds
or 3D XPoint Futlre
e Density is improving e Not about total IOPS, but IOPS per CPU core
o 3D NAND e Ceph project is reimplementing OSD
e Price continues to drop o Seastar
o Manufacturing capacity > runto completion framework for C++
shortages are being addressed > confine request processing to CPU cores
e Software continues to adapt o Drivers in userspace
> DPDK networking, SPDK NVMe storage
o Designing a new NVMe-specific backend

Q redhat.



RED HAT CEPH ROADMAP THEMES



THEME: USABILITY

Increase TB/admin and make common tasks simpler to perform

RHCS Dashboard RHCS Dashboard Automatic
for monitoring for management placement group
management
Cleaner CLI Prometheus

support (3.1)
Improved Logging
Access Insights
(4.0)

Q rednat.
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88 Ceph Pools -

Cluster Name  ceph v PoolName  All ~

+ Pool Overview : All

Client IOPS by Pool ~
800
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0
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w= data == djf_tmp = libvirt-pool == metadata == rbd = _rgw_root
== default_rgw_buckets_data == default_rgw_buckets_index == default_rgw_buckets_non-ec
== default_rgw_control == defal libvirt-pool default_rgw_meta

v Top5
Top 5 Pools by Client IOPS

Pool Name IOPS ~
data 774
metadata 1
libvirt-pool 0
djf_tmp 0
default_rgw_log 0
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238 MiB

191 MiB
143 MiB
95 MiB
48 MiB

0B
21:10 21:20 21:30 21:40 21:50
== data == djf_tmp == libvirt-pool == metadata == rbd == _rgw_root
== default_rgw_buckets_data == default_rgw_buckets_index == default_rgw_buckets_non-ec
== default_rgw_control == default_rgw_log == default_rgw_meta

Top 5 Pools by Throughput
Pool Name Throughput v
data 5.33 MiB
metadata 180.68 KiB
libvirt-pool 336.00B
default_rgw_log 252.00B
djf_tmp 0B

<l a > @ May 7, 2018 21:10:42 to May 7, 2018 21:52:35 =
Recovery Workload by Pool
1.008
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Top 5 Pools by Capacity Used
Pool Name Capacity Used v
data 61.87%
default_rgw_buckets_data 2.07%
libvirt-pool 0.01%
metadata 0%
djf_tmp 0%

Q redhat.



THEME: PERFORMANCE AND SCALE

Reduce S/IOPS and S/Gb
BlueStore BlueStore (3.n) QoS

(Tech Preview)
Erasure Code for
RBD (3.n)

OSD compression
& dedup (3.n)

Consistent 10 in
recovery (4.n)

Q rednat.



BLUESTORE

Micron test results

4k Random Block 4M Object
Write: Write:
18% higher IOPs 88% increase in throughput
5% lower average latency 47% decrease in average latency

Up to 70%+ reduced 99.99% latency
70% read / 30% write:
70% read / 30% write: 64% increase in throughput
14% higher IOPs 40% decrease in average latency
80%+ lower read tail latency
70%+ lower write tail latency

AMicron

Q redhat.



Per-Object
encryption

THEME: SECURITY

Meet compliance requirements

Security
Guidebook (3.n)

Kerberos
integration with
RADOS

On-The-Wire
Encryption

‘ rednat.



THEME: OPENSTACK

Complete and tightly integrated storage for OpenStack

Manila support for
CephFS (OSP 13)

Cinder encryption
with RBD (OSP 13)

Hyperconverged
deployment with
Director (OSP 13)

OCP Persistent
volumes via
Cinder/Manila
(OSP 14)

Distributed
compute with
Director (OSP 14)

Cinder QoS with
RBD

Q redhat.



THEME: OPENSTACK
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CEPH - MAIN OPENSTACK STORAGE

Ceph RBD

LVM (default)
NetApp

NFS

EMC

GlusterFS
VMWare VMDK
HP 3PAR
SolidFire

Other Block Storage Driver

0%

10%

20%

7%

Among the largest clouds with 1,000 or more cores,
Ceph RDB is still dominant, but not used by the
majority, while other block storage drivers were also

popular.

30% 40% 50% 60%

6%

NFS
3%

HP 3PAR SolidFire
3% 5%

Other Block
Storage Driver
17%

LVM (default)
10%

Ceph RBD
44%

Figure 5.14.1 n=363

Proof of Concept

Figure 5.14.2 n=88

70%

65%

Production Il
Dev/ QA

OPENSTACK USER SURVEY

A-snapshot of OpenStack users’ perspectives and deployments

0%

CephFs
NetApp
Generic
GlusterFS
Huawei

IBM GPFS
Windows SMB
Quobyte

EMC

Which OpenStack Shared File Systems (Manila) driver(s)
are you using?

10% 20% 30% 40% 50%

Figure 6.5 n=51
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USE-CASE: HYPERCONVERGED

With OpenStack: Red Hat Hyper Converged Infrastructure for Cloud (RHHI4C)

e z =
. ﬁ i ﬁ 8
Edge Edge Edge
CDN CDN CDN

Edge sites hosting content for
low-latency delivery

Remote POPs running virtual

(p
[T 11
network functions [T

I Remote
. . Micro Dat
Micro data centers capturing Conter e
IOT telemetry for real-time
processing —
[T ((( )))
Micro Data ;
Center Metro Data Center R%rgg &
(NFV)

Q redhat.



THEME: CONTAINERS

Simplify lifecycle operations and provide more flexible topologies

Containerized Persistent Dynamic load
Service Daemons Volumes via balancing
Cinder/Manila
(OSP14)

Upstream work:
Kubernetes e Rook (“Operator”)
support (4.n) ceph-csi

Q redhat.



Dynamic Sharding
of Bucket Indices

Per-object
compression

Per-object
encryption
(SSE-C)

Scale!

Ongoing S3
compatibility
enhancements
(3.n)

New RGW web
server (4.n)

THEME: OBJECT STORAGE

Cloud Sync

AWS Secure
Token Service

Q redhat.



THEME: OBJECT STORAGE

Modern backup infrastructure

TRILIO
VERITAS

$os rubrik

Q redhat.



THEME: OBJECT STORAGE

Data lakes with Ceph

BAREMETAL OPENSTACK OPENSHIFT
RHEL VM CONTAINER
HADOOP CLUSTER 1
WORKER HADOOP SPARK PRESTO

COMPUTE HDFS TMP HDFS TMP HDFS TMP

SIOHEE

—

—

RED HAT CEPH OBJECT STORAGE

https://redhatstorage.redhat.com/category/spark-2/

Q redhat.


https://redhatstorage.redhat.com/category/spark-2/

DATA LAKES: PROLIFERATION OF TOOLS

SPECIALIZED FOR DIFFERENT JOBS
&

~=HIVE ¢

quﬁ{i’ &3 kafka

Q redhat.



OPTIONS

WHAT TO DO?

Shared Storage

Compute
Storage

Larger mixed workload Workload specific clusters, Workload specific clusters,
cluster PBs of duplicate data sets self service provisioning,
shared data sets

Q redhat



HADOOP COMMON - S3A

Data lakes with Ceph

Filesystem client that maps HDFS APIs to S3 API
Allows interacting with S3 objects just like HDFS files**
Included by default in Apache and vendor data platform products

Simple configuration
0 fs.s3a.access.key
0 fs.s3a.secret.key

0 fs.s3a.endpoint

Can use in conjunction with Hive external tables
O create database mydb location
‘s3a://bucket/mydb’ ;

Q redhat.



Data Hub Common Al Library Data Hub Tools
Bots Clustering Anomély JupyterHub TensorFlow scikit-learn
Detection
Rediession thzuflcclztsuZn C,;lzlst:ﬂ(c:laatls:n Pyspark fibana FlastAlert (':DU
. o
Designed for Data -
SCIence and AnaIySIS Custom Prometheus Shipshift Jenkins 2-
_ o
A collection of open source ‘g
and cloud .componenfcs Data Hub Infrastructure ?n
packaged in a “machine -
. . " —
Iearnlng as-a-service Ceph Elasticsearch Spark Kafka logstash rsyslog :hl‘
platform to solve internal
business problems at Red
Hat. JanusDB InfluxDB OpenWhisk FluentD FedMsg/UMB
Listener

Red Hat OpenShift @ redrit




DATA HUB

Ceph Data Lake + Spark + Jupyter Notebook

3. Retrieve data to use in
1. Collect and store data»@4 model and store results s APACHE F

ceph

Ceph Object Storage allows us (Red
Hat) to store very large amounts of data
as-is, either structured or unstructured,
in a central repository for analysis. o \.
System logs Jupyte
Build logs

Customer data
System metrics

Product operational data

2. Train and execute
model

Q redhat.



THEME: PROTOCOLS

Broaden workload options

iSCSI -> RHV NFS for CephFS Ongoing
(4.n) enhancements
CephFS -> OSP Manila

NFS v3/v4
Gateway for RGW

Q rednat.
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